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This report reviews the international research literature on linear programming as applied to the issues of banking assessment items. It outlines the mathematical procedures needed to obtain feasible solutions to selections made by teachers and constraints imposed by the assessment developers. The various algorithms and heuristic procedures necessary for feasible solutions in an item bank of only 500 items with testlets are discussed and exemplified. The report recommends use of detailed item mapping, limiting the number of ability levels, use of the simultaneous selection of items and sets method, use of the maximin model, and use of the optimal rounding method in finding solutions.
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Introduction

Item banking permits the test constructor to store a great deal of information about the items (e.g., item difficulty, item discrimination, response times, content attributes) which then can be used to develop tests according to detailed test specifications. A significant feature of item response theory (IRT) item banking is that items can be added to the item bank (once they are linked to the other items) or removed without impacting the measurement precision of other items. For the test development process, this is a great advantage as item pools can be enlarged over time. The payoff of having a larger item bank is the increased ability to select different sets of items and therefore reduce item exposure rates. IRT and item banking are major strengths that the asTTle projects will fully utilise.

In combination, IRT and computers have led to new innovations in test assembly. One practical example of the use of item banking is computer adaptive testing, where individual tests are constructed based on an examinee’s responses to individual items (Lord, 1980). Ability is estimated after each item, and when the test is terminated at a predetermined criterion, the ability level is then assigned. The net result is a tailored test that accurately estimates the examinee’s ability in less time, using fewer and different sets of items. Efficiency in trait estimation is the advantage of this ability testing approach.

There are difficulties, however, that have emerged from large-scale implementation of item banking. Firstly, the “best” items become overexposed, and therefore a small set of items tend to be selected into most tests. The net result is that tests do no vary from one another in terms of content. Secondly, item security can be problematic in that it has been possible for candidates to memorise the first few items in an adaptive test, and therefore the potential exists for the content of the item bank to be known and used by specialist test preparation
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organisations. The above two issues can undermine utility of a test if too much is known about the item content beforehand. Ultimately, ability estimation is compromised and the testing process is invalidated. The issue facing test developers is to create a very large item bank to alleviate some of these problems.

Another example of the utility of item banking is optimal test design in the form of 0-1 linear programming (LP) that allows for complete tests to be assembled according to detailed test specifications while maximizing an objective function (Adema, Boekkooi-Timminga, & van der Linden, 1991; Baker, Cohen, & Barmish, 1988; Timminga & Adema 1995, Thuenissen, 1985). Test assembly using existing item banks and LP is applicable to both classical test theory and IRT (Adema, 1990, 1992a, 1992b; Adema, Boekkooi-Timminga, & Gademann, 1992; Adema, Boekkooi-Timminga, & van der Linden, 1991; Adema & van der Linden, 1989; Armstrong, Jones, & Wang, 1994; Baker, Cohen, & Barmish, 1988; Berger & Veenkamp, 1996; Boekkooi-Timminga, 1987, 1990a, 1990b, 1993; de Gruijter, 1990; Stocking, Swanson, & Pearlman, 1991, 1993; Swanson & Stocking, 1993; Theunissen, 1985, 1986; Timminga & Adema, 1995, 1996; van der Linden, 1996, 2000; van der Linden & Boekkooi-Timminga, 1989). Furthermore, LP can be used to assemble tests using dichotomous (e.g., Baker, Cohen, & Barmish, 1988; de Gruijter, 1990; Stocking, Swanson, & Pearlman, 1991; Theunissen, 1985, 1986; van der Linden & Boekkooi-Timminga, 1989) or polytomous item formats (e.g., Berger, 1998; Berger & Mathijssen, 1997; and Fletcher & Hattie, in review).

Baker, Cohen, and Barmish (1988, p. 190) suggest that “mathematical programming represents a major addition to the tools of the test constructor because it provides an analytical rather than an ad hoc procedure for item selection under IRT.” Such an approach to test assembly is a major strength of the asTTle project, as tests can be assembled to teacher specifications using items with known properties. The use of LP in this situation furnishes a teacher with an adaptive test that is comparable to other tests constructed from the same item bank. This is a major advance in classroom-based assessment.

The aim of this paper is to discuss linear programming (LP) in the context of the asTTle projects using IRT calibrated items, by providing practical examples for specifying objective functions and linear constraints. IRT test assembly is first addressed to overview this measurement model and its applicability to test construction within the asTTle projects. Secondly, LP is presented along with an explanation of some of the objective functions available to the test constructor. Thirdly, practical constraints for individual items are introduced along with a worked example to exemplify the main issues. Fourthly, set-based items are presented along with a practical example to illustrate this method. In sum, the paper will provide computer programmers with the relevant information and references to enable them to set up the constraints as outlined in the Assessment Tools for Teaching and Learning (asTTle) proposal.

Item Response Theory

For the purpose of this paper it is assumed that the one-parameter Rasch model is used as the basis of item calibration. The Rasch model is computationally the simplest of the current IRT models for dichotomously scored data (see Hambleton, 1989; Hambleton & Swaminathan, 1985; and Harris, 1996 for a discussion of the various unidimensional dichotomous IRT models). A critical assumption of the Rasch model (and all other unidimensional IRT models) is unidimensionality for each item; that is, one underlying latent ability should account for the item response. The Rasch model implies that the probability of a correct response to an item (dichotomous in this case) is a function of the item difficulty and the examinee’s ability level ($\theta$), and is denoted by the following equation:

$$P_i(\theta) = \frac{\exp(\theta - b_i)}{1 + \exp(\theta - b_i)} \quad (1)$$

where $P_i(\theta)$ is the item characteristic function and $b_i$ is the item difficulty parameter.
An important feature of IRT models is the concept of item information that is the reciprocal of the standard error of measurement. Items with low standard errors have greater information and vice versa. Item information provides the test constructor with an indication of item measurement precision from which items can then be selected accordingly into the test on the basis of their information. For the Rasch model, item information function (IIF) is estimated using the following equation:

\[ I_i(\theta) = P_i(\theta)(1 - P_i(\theta)) \]  

The usefulness of IIF curves is that they can be added together. As a consequence, these specify the form of the test information function curve (TIFC). The TIFC is simply the sum of the IIF curves, and is computationally expressed:

\[ I_T(\theta) = \sum_{i=1}^{n} I_i(\theta), \]  

IRT Test Assembly

IIFs are the building blocks of IRT test assembly, and their use was first suggested by Birnbaum (1968) and Lord (1977, 1980), who indicated that their properties were useful in trying to match them to a target information function (TIF), such that they approximated the desired shape. The additive properties of IIF curves enable tests to be assembled according to the specified shape of the TIF. Accordingly, the TIF can be specified to cover a range of the trait continuum, or to provide information at certain ability points. For example, greater information may be required around a cut score on a test (i.e., mastery testing), whereas selecting information across a range of abilities would require TIF to be spread across a predetermined interval.

Lord (1980) outlined the following procedure for assembling tests under the IRT framework.

1. The TIF is specified to be a certain shape (see Figure 1 for an example of a hypothetical TIF over the ability range -1 to +1).
2. Items with information curves that can fill the difficult areas to fill under TIF are selected.
3. Item information function curves are added to determine their information contribution to the TIF.
4. Continue to add items so that the TIF is approximated at the specified ability levels.

![Figure 1. A hypothetical TIF specified over the ability range -1 to +1.](image)

A major limitation of this method is that it becomes difficult to achieve when the item bank is large (Thuenissen, 1985). For example, an item bank of 500 items will result in 2,500 possible tests that can be assembled, and enumerating all possible tests is difficult, if not impossible. As tests are usually assembled to meet detailed specifications, then manually selecting items using IIFs to fit a TIF is an implausible task. One cannot be sure that the optimal set of items, which meets all of the specifications, has indeed been selected. Simultaneously, taking all the test requirements into consideration when assembling tests under the IRT framework is a laborious manual task, or computationally intractable. Test assembly methods that can utilize IRT measurement properties, and which incorporate complex test specification, are required, and are of great advantage to test constructors.

Linear Programming

One method that can maximize the psychometric properties of IRT information curves and fully implements Birnbaum’s (1968) and Lord’s (1977, 1980) IRT test assembly method, while meeting complex test
specifications, is mathematical linear programming (LP) in the form of 0-1 binary [integer] programming (e.g., Adema & van der Linden, 1989; Boekkooi-Timminga, 1989, 1990; de Grujier, 1990; Theunissen, 1985, 1986; van der Linden & Boekkooi-Timminga, 1989). Adapted from the area of operations research, LP maximizes or minimizes an objective function while satisfying a series of linear constraints, and is therefore suited to test assembly problems.

The primary aim of LP models is to maximize or minimize an objective function (e.g., maximizing test reliability, minimizing the number of items in the test, and/or maximizing information at a given point of the ability scale) so that test specifications (e.g., test length, test information, item format, and item content) in the form of optimal constraints (e.g., the number of items in the test equal 45; mean p-value equals 0.25; items 3 and 5 should not appear together) are met. In a 0-1 LP model, the decision variables may take either 0 or 1. Accordingly, items that are selected into the test are assigned a 1 and those omitted from the test, a 0.

\[ x_i = \{0 \text{ or } 1\}, \quad i = 1, 2, ..., I \]  

(4)

where \( x_i \) is the decision variable and \( i \) is the number of items in the item bank.

LP provides the test constructor with a method for selecting items that meet the objective function while meeting a series of complex linear constraints, and can ensure that both content and statistical specifications are simultaneously satisfied (Fletcher & Hattie, in review). LP is a major advance in test assembly process and will fully realize the objective of the asTTle projects in that it will present teachers with a set of items that matches, or closely approximates, their test specifications.

Objective Functions

LP involves an explicit statement about what the objective function of the test should be. In terms of the asTTle projects, this will likely entail teachers making an initial choice about the range of the ability they wish the test to cover. From an LP programming perspective, however, this means that the objective function used in each of the asTTle assessments will need to be flexible in its ability to realise feasible solutions and to satisfy the teachers’ demands. In other words, the objective function must provide teachers with a set of items that meets, or closely approximates, their test specifications (e.g., range of ability). Thus, it is not desirable for teachers to be told there is no solution.

Timminga and Adema (1995) suggested six types of objective functions for achievement testing (see also van der Linden & Boekkooi-Timminga, 1989). The first two are based on information being maximized at a specified point of the ability scale (\( \theta \)) (i.e., mastery testing), and the last four are based on a broader range of ability being tested (i.e., non-mastery). For example, information may be required to be greater across the ability range of \( \theta_k \) (\( k = 1, ..., K \)). For the asTTle projects, the teachers will be asked to make choices about the range of ability the test should cover. Generally, their selection should be of three to five ability levels, as this is sufficient to provide satisfactory results (Timminga, 1995; cited in van der Linden, 1994). The six objective functions are:

1. Maximize the information at \( \theta_k \)

\[ \text{maximize} \sum_{i=1}^{n} I_i(\theta_k) x_i \]  

(5)

where \( I_i \) is the item information for item \( I_i \), and \( n \) is the items in the item bank.

2. Minimize the deviation between the cut score and the \( \beta_i \) (item difficulty) of the item selected

\[ \text{minimize} \sum_{i=1}^{n} |\theta_k - \beta_i| x_i \]  

(6)

3. Exact target information functions that delineate the TIF should be as close as possible to the specified information values. In actuality, obtaining an exact TIF will be an improbable task, and therefore a decision is required as to how the deviation for the target values should be reduced. Timminga
and Adema (1995) suggest three methods that can be used to achieve this objective:

a. Minimize the sum of the positive deviations from the target values

\[
\text{minimize } \sum_{i=1}^{n} \sum_{k=1}^{K} I_i(\theta_k) x_i
\]  

subject to:

\[
\sum_{i=1}^{n} I_i(\theta_k) x_i \geq T(\theta_k), \quad k = 1,2,\ldots,K
\]  

where \(T(\theta_k)\) is the target value.

The model suggests that an objective function and a set of constraints are required to obtain a set of values that are closely approached. Thus, minimizing the positive deviations from the target values is achieved when the values in the constraint (Equation 8) are at least reached. A limitation of this approach is that not all points of the TIF may be reached, and that at some ability points the accuracy is greater than for others (Timminga and Adema, 1995).

b. Minimize the sum of the absolute deviations

\[
\text{minimize } \sum_{k=1}^{K} (y_k + u_k),
\]  

subject to:

\[
\sum_{i=1}^{n} I_i(\theta_k) x_i - y_i + u_i = T(\theta_k), \quad k = 1,2,\ldots,K
\]  

\[
y_f, u_f \geq 0, \quad k = 1,2,\ldots,k
\]  

In this model, two decision variables \(y_k\) (positive deviation \(\geq 0\)) and \(u_k\) (negative deviation \(\geq 0\)) are introduced. As the sum of \(y_k\) and \(u_k\) are minimized, and both are equal to or greater than zero, it means that when one is zero, the other is equal to the deviation from the TIF.

c. Minimize the largest deviation from the TIF

\[
\text{minimize } y
\]  

subject to:

\[
\sum_{i=1}^{n} I_i(\theta_k) x_i - T(\theta_k) \leq y, \quad k = 1,2,\ldots,K
\]  

\[
T(\theta_k) - \sum_{i=1}^{n} I_i(\theta_k) x_i \leq y, \quad k = 1,2,\ldots,K
\]  

With this objective function, the decision variable \(y\) (\(y \geq 0\)) is the largest deviation from the TIF.

4. Maximum information is required at all ability points. This objective function was originally specified by Theunissen (1985) and is formulated to be the same as (2). However, as information is required at more than one ability point, and as LP deals with one objective function at a time, then these have to be re-specified for each \(\theta\) level. Thus, the decision variable \(y\) (\(y \geq 0\)) specifies the amount of information to be obtained at the specified ability levels. The model is specified:

\[
\text{maximize } y
\]  

subject to:

\[
\sum_{i=1}^{n} I_i(\theta_k) x_i \geq y, \quad k = 1,2,\ldots,K
\]  

5. Relative target information values specify that the shape of the TIF be approximated at some of the ability points. This objective function was developed by van der Linden and Boekkooi-Timminga (1989) as the maximin model, and specifies the shape of the TIF rather than the exact height. Thus, the maximin model is a more flexible approach to test construction. The decision variable \(y\) (\(y \geq 0\)) denotes the degree to which information is maximized, and constant \(r_k\) denote the relative shape of the TIF across the specified \(\theta\) points. The model is denoted:

\[
\text{maximize } y
\]  

subject to:

\[
\sum_{i=1}^{n} I_i(\theta_k) x_i \geq r_k y, \quad k = 1,2,\ldots,K
\]  

6. Minimizing the test length while the TIF values are required to be equal to or greater than the target values. With this model, one should not set the test length as a constraint as this will be in conflict with the objective
function, and will result in infeasibility. The objective function is to:

$$\text{minimize } \sum_{i=1}^{n} x_i$$ (16)

subject to:

$$\sum_{i=1}^{I} I_i (\theta_k) x_i \geq T(\theta_k), \quad k = 1, 2, \ldots, K$$ (17)

The objective functions outlined above each have their potential uses in the construction of achievement tests. The maximin model (van der Linden & Boekkooi-Timminga, 1989) appears to be the most flexible of the above objective functions, and seems more appropriate for the asTTle projects in that it only requires the TIF to be approximated.

**Practical Constraints**

For the asTTle projects, teachers will not only specify an objective function but will also make choices about characteristics of the type of test they desire. These choices will then be transferred into an objective function and series of practical linear constraints. Teachers will therefore be setting test specifications, albeit limited ones. In practice, however, test specifications are often complex, and practical constraints are required within LP in order to fully realize the test constructors’ demands. Test specifications in LP are expressed as a series of linear constraints. Before setting practical constraints, it is advisable to consider the qualities of the item bank and its ability to meet them. For example, it would not make sense to ask for six deep processing items at $\theta_3$ in the close reading curricular area, when in fact there were only three items. Such a constraint would lead to no solution being found to the test construction model, and as teachers will not know how to deal with such infeasibility, then constraints will need to be set within reasonable limits.

Teachers will certainly need to know something about the structure of the item bank to enable them to understand the choices they can make. For the computer programmers, however, mapping out the item bank will prove invaluable when writing the linear constraints and will help in identifying potential infeasibility problems and in finding out how to deal with these (see Tables 1, 2, and 4 for examples of hypothetical item bank structures). In general, though, the constraints should be reasonable so as to allow for a feasible solution to be obtained, and, therefore, knowing the qualities of the item bank will help to overcome this type of issue.

**Practical Constraints for Simultaneous Selection of Items**

The importance of setting accurate and reasonable practical constraints cannot be overstated, as these are essential components in LP test assembly because they are the means by which test specifications are fully met. Constraints should be closely checked before any attempt is made to solve the model. Some simple examples of practical test constraints that are likely to be used in the asTTle projects are given below.

1. Constraining the number of items allowed to be selected into the test. In other words, the sum of the items from $i = 1, 2, \ldots, I$ must be equal to $N$

$$\sum_{i=1}^{I} x_i = N$$ (18)

2. Limiting the number of items with certain characteristics (e.g., multiple-choice, open-ended questions, deep or surface learning). If $S_d$ is a set of deep cognitive processing items, then one can limit the number of these items in the test using the equation below:

$$\sum_{i \in S_d} x_i = N_d$$ (19)

3. Limiting the sum of certain item attributes. For example, the sum of the administration times ($t_i$) for item $i$, should be less than or equal to $b_i$. For this type of constraints, one should not use equality signs as these can lead to no solution being found. The inequality sign therefore provides some flexibility in designation of items into the test.
4. Select all or none of the items in a subset. If, for example, the items in a set are consecutively numbered 1–7, then the equation that denotes selecting all or none of the items is:

\[
\sum_{i=1}^{7} x_i = 7x_i
\]  

(21)

5. One can also specify the proportion of items to be selected from one subset in relation to another subset. For example, one might wish to have three times the items from subset \( F_1 \) as from subset \( F_2 \). The equation that denotes this is:

\[
\frac{1}{3} \sum_{i \in F_1} x_i = \sum_{i \in F_2} x_i
\]  

(22)

6. The inclusion of an item into the test requires the item to take on a fixed value \( (x_i = 1) \). If this constraint is chosen then a modification to the objective function should be made to take into account the pre-selected items.

7. The exclusion of an item into the test requires the item to take on a fixed value \( (x_i = 0) \), or one can ensure that these items do not enter the test assembly model. The latter of these two options is suggested as this will speed up the selection process because fewer items are considered from the item bank (Timmenga & Adema, 1995). In other words, leaving items out of the test assembly model will speed up the solution time.

An application of some of the practical constraints discussed above is presented below, highlighting some possible constraints that may be used in the asTTle projects. In the following example, the item bank is hypothesized to consist of 448 items (see Tables 1 & 2) with each item consecutively numbered from 1–448. Tables 1 and 2 represent the total item bank but the items are presented in separate tables for ease of interpretation when examining the practical constraints. Table 1 presents the items
Practical Constraints for Simultaneous Selection of Sets of Items

For the asTTle projects the item bank is likely to be composed of set-based items (or testlets). That is, groups of items are linked to a common stimulus and as a result are set-bound. The implication is that if certain items are selected then the associated stimulus should also be selected, or vice versa. The challenge for the test constructor is to ensure that items related to a stimulus are selected, or that if the stimulus is selected then some or all of its associated items are selected into the test. Boolean constraints (e.g., if Item 1 is selected, then its related stimulus must be selected) are therefore needed to overcome the problem of simultaneous selection of items and stimuli.

Van der Linden (2000) suggests six methods for selecting set-based items and their associated stimuli. Only one method is presented below (simultaneous selection of items and sets), as this method was shown to be computationally efficient and more accurate in its ability to match the TIF. Furthermore, van der Linden (2000) suggests that this method is most suited to new test assembly issues or new item banks, and is thus most appropriate to the asTTle projects. (For a further discussion, and the implications of the other methods, see van der Linden, 2000).

The method outlined below is based on an item bank with set-based items. This method can incorporate discrete items, but for the sake of simplicity only set-based items are fully discussed. As van der Linden (2000, p. 229) states

The key feature of this method is that separate decision variables for the selection of items and stimuli are defined. The variables are used to model the constraints imposed on the section of items and stimuli. Special logical constraints are added to keep the selection of items and stimuli consistent, that is, to prevent the selection of items without the selection of stimuli, or the selection of stimuli without the selection of items.

Set-based items can be conceptualized at four levels (although there could be more): individual item, stimuli, item sets, and total test (van der Linden, 2000). Table 4 shows the attribute and constraint levels for items as specified by van der Linden (2000). It is important to note that constraints must be delineated at the same level as the attribute level, or higher. Understanding the levels of the items in terms of attribute and constraint levels will make setting the constraint a straightforward task.

The notation used is similar to that used by van der Linden (2000). Items are arranged in item sets, $S$ ($s = 1, 2, \ldots, S$) (if the item bank were to contain discrete items, then the items might be arranged into $S-1$ sets ($s = 1, 2, \ldots, S$), with each set having a common stimulus, and with the final set being the discrete items. The only change to the constraints below would be on the selection of quantitative and categorical stimuli attributes, and the number of item sets; thus, the summation for these would be over $S-1$). Items within each set are denoted $i_s = 1, 2, \ldots, I_s$. Specifically, for this example, each curricular area has seven stimuli, with each stimulus having seven associated items hypothesized to be at the different $\theta$ levels ($\theta_1 - \theta_7$). Accordingly, for Stimulus 1 in the personal reading curricular area, the associated items are the first item at each of the seven $\theta$ levels as laid out in Table 5 (e.g., items 1, 8, 15, 22, 29, 35, and 43); for Stimulus 2 in the reading area
the associated items are 2, 9, 16, 22, 29, 35, and 44, and so on. Sets are selected into the test if \( z_s = 1 \). Alternatively, \( z_s = 0 \) indicates that the set is not selected. Item \( i_s \) is denoted \( x_{is} = 1 \) when it is selected into the test, and \( x_{is} = 0 \) when it is not in the test.

The maximin objective function (van der Linden & Boekkooi-Timminga, 1989) is specified such that information for item \( i_s \) at \( \theta_k \), denoted as \( I_s(\theta_k) \), is specified by the target values \( T(\theta_k) \) \((k = 1, 2, \ldots, K)\) for each value of the TIF at \( \theta_k \). Thus, the TIF at each \( \theta_k \) is required to fall between upper and lower bounds \([T(\theta_k) - y, T(\theta_k) + y]\). To control the size of the bounds, \( y \geq 0 \) is an actual numerical value that defines the width of the interval. The objective function is therefore to minimise \( y \).

Further notation is needed to fully explicate the model and is based on those suggested by van der Linden (2000), such that:

1. \( q_i \) is the value of item \( i_s \) and on quantitative attribute \( q \). For example, the quantitative attribute for item \( i_s \) could be item difficulty.
2. \( r_s \) denotes the value of stimulus \( s \) on quantitative attribute \( r \). For example, the quantitative attribute may be time taken to read a passage of writing.
3. \( C_g \) is defined as the set of indices of items with the value \( g \) on categorical attribute \( C \), \( g = 1, 2, \ldots, G \). If the categorical attribute is level of processing then the associated items would be those at the deep or the surface level.
4. \( D_h \) is a set of stimuli indices with value \( h \) on categorical attribute \( D \), \( h = 1, 2, \ldots, H \).
5. \( n \) defines the upper (\( u \)) and lower (\( l \)) bounds for the numbers of items in subsets from the item bank.

The following model formally outlines the maximin objective function for items sets, and some practical possible constraints that can be used. Equations 33 and 34 set the TIF to a relative shape and to fall within a certain range. Equations 35 and 36 set the length of the test. Equation 37 sets the number of sets to be selected. The number of items to be selected from an item set is given in Equations 38 and 39. Items to be selected on the basis of their quantitative or categorical attributes are denoted in Equations 40 to 43. Similarly, quantitative and categorical stimulus attributes are defined in Equations 44 to 47. Equations 48 to 50 are definitions of the decision variables.

Minimise \( y \) subject to:

\[
\sum_{i=1}^{S} \sum_{j=1}^{I_s} I_s(\theta_k)x_{is} + y \geq T(\theta_k), \quad k = 1, 2, \ldots, K, \tag{33}
\]

\[
\sum_{i=1}^{S} \sum_{j=1}^{I_s} I_s(\theta_k)x_{is} - y \leq T(\theta_k), \quad k = 1, 2, \ldots, K, \tag{34}
\]

\[
\sum_{i=1}^{S} \sum_{j=1}^{I_s} x_{is} - n_s^{(l)} \geq 0 \tag{35}
\]

\[
\sum_{i=1}^{S} \sum_{j=1}^{I_s} x_{is} - n_s^{(u)} \leq 0 \tag{36}
\]

\[
\sum_{j=1}^{I_s} z_{is} = m \tag{37}
\]

\[
\sum_{i=1}^{S} x_{is} - n^{(l)} z_{is} \geq 0, \quad s = 1, 2, \ldots, S, \tag{38}
\]

\[
\sum_{i=1}^{S} x_{is} - n^{(u)} z_{is} \leq 0, \quad s = 1, 2, \ldots, S, \tag{39}
\]

\[
\sum_{s=1}^{S} \sum_{i=1}^{I_s} q_{is} x_{is} \geq q^{(l)}, \tag{40}
\]

\[
\sum_{s=1}^{S} \sum_{i=1}^{I_s} q_{is} x_{is} \leq q^{(u)}, \tag{41}
\]

\[
\sum_{i=1}^{S} x_{is} \geq n^{(l)}_g, \quad g = 1, 2, \ldots, G, \tag{42}
\]

\[
\sum_{i=1}^{S} x_{is} \leq n^{(u)}_g, \quad g = 1, 2, \ldots, G, \tag{43}
\]
To provide a worked example for selecting set-based items using some of the above constraints, a hypothetical set of test specifications, using item sets in Table 4, are specified, such that:

1. The information at $\theta_1 = -2$ and $\theta_3 = 0$ means that the TIF should fall between a series of lower and upper bounds such that the interval is minimized (Equations 51 & 52).

2. The test must contain no more than 40 items (Equations 53 & 54).

3. Ten sets must be selected (Equations 55).

4. Six sets must come from the personal and the close reading curricular areas (Equation 56).

5. There must be no more than five items per set (Equations 57 & 58).

6. The test can take no longer than 40 minutes to complete (Equations 59 & 60).

7. At least five items $\geq \theta_3$ at the deep processing level from the personal reading area must be selected (Equations 61 & 62).

Minimize $y$

subject to:

$$\sum_{s=1}^{S} r_s z_s \geq r^{(l)},$$  \hspace{1cm} (44)

$$\sum_{s=1}^{S} r_s z_s \leq r^{(u)},$$  \hspace{1cm} (45)

$$\sum_{s=1}^{S} z_s \geq n_h^{(l)}, \quad h = 1,2,\ldots,H,$$  \hspace{1cm} (46)

$$\sum_{s=1}^{S} z_s \leq n_h^{(u)}, \quad h = 1,2,\ldots,H,$$  \hspace{1cm} (47)

$$y \geq 0$$  \hspace{1cm} (48)

$$x_{i_s} \in \{0,1\}, \quad i_s = 1,2,\ldots,I_s, \quad s = 1,2,\ldots,S,$$  \hspace{1cm} (49)

$$z_s \in \{0,1\}, \quad s = 1,2,\ldots,S,$$  \hspace{1cm} (50)

$$\sum_{i=1}^{56} \sum_{s=1}^{56} I_{i_s} (\theta_k) x_{i_s} - y \leq T(\theta_k), \quad k = 1,2,\ldots,k$$  \hspace{1cm} (51)

$$\sum_{i=1}^{56} \sum_{s=1}^{56} x_{i_s} - 39 \geq 0$$  \hspace{1cm} (52)

$$\sum_{i=1}^{56} \sum_{s=1}^{56} x_{i_s} - 40 \leq 0$$  \hspace{1cm} (53)

$$\sum_{s=1}^{56} z_s = 10$$  \hspace{1cm} (54)

$$\sum_{i=1}^{7} \sum_{s=1}^{14} z_s = 6$$  \hspace{1cm} (55)

$$\sum_{i=1}^{392} x_{i_s} - 3z_s \geq 0, \quad s = 1,2,\ldots,S$$  \hspace{1cm} (56)

$$\sum_{i=1}^{392} x_{i_s} - 5z_s \leq 0, \quad s = 1,2,\ldots,S$$  \hspace{1cm} (57)

$$\sum_{i=1}^{56} \sum_{s=1}^{56} q_{i_s} x_{i_s} \geq 2340,$$  \hspace{1cm} (58)

$$\sum_{i=1}^{56} \sum_{s=1}^{56} q_{i_s} x_{i_s} \leq 2400,$$  \hspace{1cm} (59)

$$\sum_{i=3}^{7} \sum_{i_s \in \text{CR}_{\text{deep}}} x_{i_s} \geq 5, \quad g = 1,2,\ldots,G,$$  \hspace{1cm} (60)

$$\sum_{i=3}^{7} \sum_{i_s \in \text{CR}_{\text{deep}}} x_{i_s} \leq 57, \quad g = 1,2,\ldots,G,$$  \hspace{1cm} (61)

$$y \geq 0,$$  \hspace{1cm} (62)

$$x_{i_s} \in \{0,1\}, \quad i_s = 1,2,\ldots,I_s, \quad s = 1,2,\ldots,S,$$  \hspace{1cm} (63)

$$x_{i_s} \in \{0,1\}, \quad i_s = 1,2,\ldots,I_s, \quad s = 1,2,\ldots,S,$$  \hspace{1cm} (64)
where \( i_s \in CR_{deep} \) denotes a set of items at the deep processing level in the close reading curricular domain.

Solving Binary 0-1 and Integer LP Models

The solving of 0-1 and integer LP test assembly models is computationally complex and, in terms of computing time, very demanding (Timminga & Adema, 1995). In other words, the time taken to search for the optimal solution can be prohibitive, and hence the practical benefits of LP are lost. A major concern for the asTTle projects is to ensure that feasible solutions are obtained in reasonable computing time. There are, however, trade-offs between optimality and a relative degree of precision in obtaining a solution to the test assembly problem. As optimality may not be guaranteed, finding solutions as close to optimal as possible is required. In order to ensure that a feasible solution can be obtained close to optimality, heuristics is required. The use of heuristics facilitates close-to-optimal solutions but does affect the precision of the test obtained. The strength of heuristics is that it allows for complex test specification to be realized in practical computing time, and therefore places LP within the realm of the asTTle projects.

LP Algorithms and Heuristics

The main algorithms used to solve linear programming problems are the simplex method and the branch-and-bound method.

The simplex method is an iterative selection process that achieves optimality by finding successive basic feasible solutions. The procedure moves from one feasible region to another to improve the value of the objective function, and when the objective function cannot be improved any further the solution is optimal and the process is halted. In other words, when a set of items that provides a solution that maximizes the objective function by satisfying all the constraints is found, and no set of items can better it, then it is considered the best possible solution (see Ignizio & Cavalier, 1994; Sutton, 1993; Wolsey, 1998, for a more detailed discussion of the simplex algorithm).

The branch-and-bound method for solving 0-1 LP problems refers to a class of algorithms (see Adema, 1992a; Ignizio & Cavalier, 1994; Sanders, Theunissen, & Bass, 1996; Sutton, 1993; and Wolsey, 1998, for a more detailed discussion of the branch-and-bound algorithm). Basically, the branch-and-bound algorithm starts by calculating a solution to a relaxed model – the relaxed model being real values taking the place of integer variables. For maximization or minimization problems, the value obtained for the objective function for a relaxed solution is an upper or lower bound to the objective function value of the integer solution to be obtained.

Once the relaxed solution is obtained, two new problems are created; one for the variable with a fractional value in the solution, which is fixed at 0, and the other for the same variable fixed at 1. The two problems are then solved. Once a problem is solved, its solution is checked to determine if its value is greater than the best integer solution found thus far. The problem with the best objective function value is split again using one of the other variables with a fractional solution. If the objective function value is no better, then backtracking to the previous solution takes place. If the solution is an integer, then a comparison with the best integer solution found thus far takes place, and the best one is retained. The process continues until all the variables are assigned a value of either 1 or 0, and the objective function value with the best integer value is determined. Timminga et al. (1996, p. 15) suggest that the branch-and-bound algorithm can be represented as a search in a tree where each node is a problem with partially fixed variables and the two branches leaving the nodes are the problems associated with fixing another variable. Fortunately it is not necessary to search the whole tree for a solution. As soon as a node produces a solution with a value for the objective function worse than the one at hand, all
problems farther along the branch can be skipped.

A full branch-and-bound search on a large LP problem requires a great deal of time to reach a solution, and thus, to use it as the sole minimization method would be unacceptable in the asTTle projects. To facilitate test assembly using large item banks, test developers can employ heuristics. In general, heuristics facilitates varying degrees of precision depending on the process chosen and the constraints used. (For a more complete discussion of the uses and implications of various heuristics, see Timminga et al., 1996). Stocking, Swanson, and Pearlman (1991) presented the following heuristics for facilitating feasible solutions, based on the work of van der Linden and Boekkooi-Timminga (1989).

1. **Crude linear rounding.** The initial solution to the relaxed problem is obtained, and the decision variables are allowed to take on non-integer values \(0 \leq x_i \leq 1\), and the findings are rounded to 0 or 1. A problem with this approach is that it may not reach optimality, or satisfy all of the constraints.

2. **Improved linear rounding.** This approach differs from crude linear rounding in that the decision variables are ranked in descending order, and the first \(n\) (\(n = \text{the number of items}\) are re-rounded to 1 and selected into the test. Again, optimality is not guaranteed, nor may all the constraints be satisfied.

3. **Optimal rounding.** First the relaxed linear solution is obtained \((0 \leq x_i \geq 1)\), then all variables equal to 0 or 1 are fixed. Optimality is then achieved by applying the branch-and-bound method. Again, this method does not guarantee an optimal solution to the problem.

4. **First 0-1 solution.** Branch-and-bound methods are used to search for a global solution by discarding many local solutions. After the first 0-1 integer solution is found, the method stops. If a solution to the constraints exists, it is found, although it may not be optimal.

5. **Second 0-1 solution.** This solution is similar to the first 0-1 solution, except that the method terminates after the second integer solution is found. Likewise, optimality is not guaranteed.

The application of the simplex and the branch-and-bound methods for solving test assembly problems will facilitate an optimal solution, if it exists. The main limitation of these approaches in terms of the asTTle projects is the computing time needed to reach optimality. Heuristics greatly increases the ability of the test constructor to assemble tests using LP methods, and therefore makes LP feasible to test assembly problems. Of the heuristics outlined above, van der Linden & Boekkooi-Timminga (1989) suggest that the optimal rounding method provides excellent results that are close to optimal in reasonable computing time. The drawback of heuristics is that they lead to varying degrees of precision when the final solution is obtained, and this should be borne in mind when examining results.

**Infeasibility**

An issue that can occur in LP is infeasibility. That is, there is a problem in finding a feasible solution that fully meets the test constraints. Although not an uncommon problem, there are methods for overcoming such issues. Swanson & Stocking (1993) note that studies reported in the literature report relatively small item banks of fewer than 1,000 items, and with as few as 50 constraints. In practice, however, item banks tend to be much larger with many more complex constraints, and therefore the probability of finding a feasible solution increases. The message is clear, the larger the item bank, the lower the potential for infeasibility.

Timminga and Adema (1995, p. 422) suggest that “the basic cause of infeasibility is that the set of test requirements is in contradiction with the characteristics of the item bank.” An important consideration in the test development phase therefore is the identification of the test specifications and how these relate to the structure of the item bank. Test specifications need to be thoroughly reviewed prior to the application of LP methods in order to decrease the probability of infeasibility. If, however, infeasibility is encountered, then practical
solutions are required to solve the problem. The cause of infeasibility is often difficult to detect, as computer software is unable to identify the problem in the constraints. More often, the problem can be manually traced to impractical constraints on the item bank. For example, if the item bank has 10 items relating to surface learning, and the test specification demand that, 12 items be surface learning, then it is impossible to obtain a solution. In this obvious example, the test constructor can identify the problem and rectify the constraints.

Making changes to the right-hand side of a constraint is one method for increasing the solution space to produce feasible solutions. It is important to understand that changes, for example, in the right-hand side in Equation 15, will not increase the feasible region, as these are unrelated solution space. Changing the values in Equations 35 and 36 will, however, assist in increasing the solution space, and therefore may result in a feasible solution being obtained. Some manipulation (i.e., increase or decrease) of \( n \) in the right-hand side is needed to facilitate any increase in the solution space.

Another approach to increasing solution space is to examine closely the equality and inequality signs. In general, the use of inequality signs can result in the increase of the solution space if the cause of infeasibility is due to that constraint. Replacing inequality with equality signs can create infeasibility as there may not be an exact solution to such a constraint. Timminiga and Adema (1995) suggest that equality signs should be used only where constraints are applied to integer-valued variables. With item sets, one should attempt to increase the number of items associated to a common stimulus to reduce potential infeasibility problems. Thus, for set-based items, and for the asTTle projects, the implication is to have a large item bank with many items associated with each stimulus to assist in reducing issues of infeasibility with set-based items.

As previously stated, knowing the qualities if the item bank can help to identify sources of infeasibility. If, for example, a constraint is too severe, then it should be either modified or deleted in such a way as to increase the feasible region. Combining constraints will also enlarge the solution area. For example, if no solution could be found to the model specified above (i.e., Equations 22 to 32), then Equations 23 and 25 can be combined so that:

\[
\sum_{i=1}^{56} x_i + \sum_{i=57}^{98} x_i = 20
\]

Combining these two constraints results in the same number of items being selected, but it allows more items to be drawn from a curricular area that is best able to provide information that meets the TIF. It may be that one curricular area can provide 12 items, and the other area can provide 8 items to then meet all the test specifications. Test specificity is somewhat compromised in this example, but not to a great extent. The same approach can also be applied to combining constraints on item sets to avoid infeasibility. In general, the problem of combining constraints is that test specificity may be compromised. As a consequence, if constraints are combined, then the final solution should be examined to determine its acceptability in terms of the original test specifications.

Problems may also be encountered if the objective function and one or more of the constraints are in conflict. For example, if items are designated not to be in the test (assigned 0, and left out the problem), then modification of the objective function or the constraints is required to take this into account. Although the literature on infeasibility and test assembly problems is limited, Timminiga and Adema (1995) suggest the following analytical strategy to overcome infeasibility.

1. Check that the constraints are compatible with the item bank.
2. Solve the relaxed LP problem. If infeasibility occurs, then check the constraints using some of the approaches outlined above to modify the constraints.
3. If the relaxed problem can be solved, then solve the 0-1 LP problem.
4. If the 0-1 LP problem has a solution, then check the constraints.
5. If the relaxed problem cannot be solved, then check the constraints.
6. If the 0-1 LP is still infeasible, then a heuristic method should be applied to the problem.
7. If infeasibility continues with the 0-1 LP problem, then the test constructor should modify the test specifications.

In sum, problems with infeasibility will be generally be traceable to incompatibility with the item bank or to constraints that are in conflict with one another or with the objective function. Most infeasibility can be overcome by knowing the structure of the item bank and by setting reasonable test specifications. Timminiga and Adema (1995) point out that if the above procedures are followed, then the test constructor should always be able to assemble a test.

Conclusions

The review presented above suggests that LP is highly applicable to the asTTle projects, as it provides a search mechanism that will furnish teacher-specified tests with a high degree of precision. Linear programming simultaneously satisfies both content and statistical attributes that will be specified by the teacher through the use of an objective function and a series of linear constraints. As the teacher choices will be limited (difficulty, curricular area, level of processing, etc.), then writing these in LP form should not be too problematic.

An issue for the computer programmers of the asTTle projects will be to set an objective function that can conform closely to the teachers’ test specifications in terms of the range of ability. In general, three to five ability points should be sufficient for the range of TIF. With set-based items, setting the objective function should not be too problematic, given that that maximin model (van der Linden, 2000; van der Linden & Boekkooi-Timminga, 1989) will allow for the TIF, and will be specified to fall between an upper and lower bound. The task of the computer programmers will be to determine the width of this interval to alleviate potential infeasibility. Finding a set of values that will decrease the potential of infeasibility, but still maximize information, will be essential to the success of the asTTle projects. Setting these values will be dependent on the quality of the items and the amount of information they have. One method for determining the upper and lower bound on the TIF would be to draw repeated random samples of 40 items to determine the upper and lower values of the TIF, which could then serve as the values for the TIF in all tests.

The practical constraints presented above should provide the computer programmers with the relevant information to be able to formulate the teachers’ choices (i.e., curricular area, item format, administration time, level of processing, and item difficulty) into linear constraints. The set-based items approach outlined by van der Linden (2000) will allow for the constraints to be designated between upper and lower bounds. As with the TIF, the use of upper and lower bounds on the practical constraints will provide the computer programmers with some flexibility when dealing with possible infeasibility issues.

Solving LP problems should not be problematic for the asTTle projects, as heuristics are available that should provide close-to-optimal results in reasonable computing time. Van der Linden and Boekkooi-Timminga (1989) state that as the size of the item bank increases, the amount of computing time needed to find an exact solution increases. In the future, items are likely to be added to the asTTle item bank, and therefore the adoption of heuristics, such as the optimal rounding heuristic, will provide accurate tests (to be generated quickly) that meet detailed specifications.

Recommendations

1. Have a detailed map of the item bank showing the quantitative and qualitative aspects of the items, and how these relate to the curricular areas (see Tables 1, 2, and 4, and also Timminga, van der Linden, & Schweizer, 1996).
2. Although there are seven ability levels to be covered across the asTTle projects, the teachers should be constrained to choose no more than five ability levels, as increases on this number will likely result in difficulty in approximating the TIF or result in infeasibility.
3. As the asTTle project will use mainly set-based items, the method for the simultaneous selection of items and sets outlined by van der Linden (2000) is recommended. This method is shown to provide a more accurate approximation of the objective function in reasonable computing time using a large number of constraints (e.g., 24 stimuli with 5–12 items per stimuli (498 items) with over 200 constraints across 2 tests; the LP models were solved in 1–5 minutes).

4. For set-based items, the TIF should be specified to be a relative shape (the \textit{maximin} model developed by van der Linden & Boekkooi-Timminga, 1989, and van der Linden, 2000). This approach is the most flexible approach, given that the TIF can be set to fall between lower and upper bounds. Determining the width of the interval will be a critical aspect of the computer programming.

5. For solving the binary 0-1 and integer problems, the optimal rounding method is more flexible in its approach to finding feasible solutions in reasonable computing time. This method will be invaluable for finding accurate and fast solutions to the teachers’ choices, as the size of the item bank for the asTTle projects is likely to increase in the coming years.
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## Appendix One – Item Bank Structure

### Appendix Table 1

**Item Bank Structure for the Closed-Choice Items**

<table>
<thead>
<tr>
<th>Curricular Area</th>
<th>Items in each Area</th>
<th>C-C Items at $\theta_1$</th>
<th>C-C Items at $\theta_2$</th>
<th>C-C Items at $\theta_3$</th>
<th>C-C Items at $\theta_4$</th>
<th>C-C Items at $\theta_5$</th>
<th>C-C Items at $\theta_6$</th>
<th>C-C Items at $\theta_7$</th>
<th>C-C Items at Deep Processing</th>
<th>C-C Items at Surface Processing</th>
</tr>
</thead>
</table>

Note: C-C denotes closed-choice items.
## Appendix Table 2

### Item Bank Structure for the Open-Ended Items

<table>
<thead>
<tr>
<th>Curricular Area</th>
<th>Items in each Area</th>
<th>O-E Items</th>
<th>O-E Items at $\theta_1$</th>
<th>O-E Items at $\theta_2$</th>
<th>O-E Items at $\theta_3$</th>
<th>O-E Items at $\theta_4$</th>
<th>O-E Items at $\theta_5$</th>
<th>O-E Items at $\theta_6$</th>
<th>O-E Items at Deep Processing</th>
<th>O-E Items at Surface Processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close Reading</td>
<td>57–102</td>
<td>99–112</td>
<td>100</td>
<td>102</td>
<td>104</td>
<td>106</td>
<td>108</td>
<td>110</td>
<td>112</td>
<td>99, 101, 103, 105, 107, 109, 111</td>
</tr>
<tr>
<td>Expressive Writing</td>
<td>113–168</td>
<td>155–156</td>
<td>156</td>
<td>158</td>
<td>160</td>
<td>162</td>
<td>164</td>
<td>166</td>
<td>168</td>
<td>155, 157, 159, 161, 163, 165, 167</td>
</tr>
</tbody>
</table>

Note: O-E denotes open-ended items.
Appendix Table 3

*Hypothetical Number of Items at each $\theta$ across the Three Levels based on an Item Bank of 448 Items*

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1 = -3$</td>
<td>very easy</td>
<td>very easy</td>
<td>very easy</td>
</tr>
<tr>
<td>$\theta_2 = -2$</td>
<td>easy</td>
<td>easy</td>
<td>easy</td>
</tr>
<tr>
<td>$\theta_3 = -1$</td>
<td>average</td>
<td>average</td>
<td>average</td>
</tr>
<tr>
<td>$\theta_4 = 0$</td>
<td>hard</td>
<td>hard</td>
<td>hard</td>
</tr>
<tr>
<td>$\theta_5 = +1$</td>
<td>very hard</td>
<td>very hard</td>
<td>very hard</td>
</tr>
<tr>
<td>$\theta_6 = +2$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta_7 = +3$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| 64 items | 64 items | 64 items | 64 items | 64 items | 64 items | 64 items | 64 items |

Note: $\theta_2 - \theta_6$ share the same items due to the overlapping of the grade/ability levels.

Appendix Table 4

*Item Attribute and Constraint Levels for Set-Based Items*

<table>
<thead>
<tr>
<th>Level</th>
<th>Attribute Level</th>
<th>Constraint Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>Can be quantitative or categorical; e.g., content, processing level, item parameters, item format, word count, response time.</td>
<td>Inclusion/exclusion of items with certain attribute values into the test; e.g., &quot;the first five items should be surface processing&quot;.</td>
</tr>
<tr>
<td>Stimulus</td>
<td>Can be quantitative or categorical; e.g., curricular area, processing level, reading passage.</td>
<td>Inclusion/exclusion of stimuli with specific attribute values into the test; e.g., &quot;no stimulus should be longer than 250 words&quot;.</td>
</tr>
<tr>
<td>Item Set Level</td>
<td>Mainly quantitative; e.g., number of items in the set.</td>
<td>Control the distribution of categorical attributes. These are usually set between lower and upper bounds; e.g., &quot;each item set should have at least three items at the deep processing level&quot;.</td>
</tr>
<tr>
<td>Test Level</td>
<td>Mainly quantitative; e.g., test length, deviation of the test information function and the TIF.</td>
<td>Distributions or functions of items or stimulus attributes; e.g., &quot;no more than three open-ended questions should be in the test&quot;.</td>
</tr>
</tbody>
</table>
### Appendix Table 5

*Hypothetical Item Bank with Set-based Items*

<table>
<thead>
<tr>
<th>Curricular Area</th>
<th>Items in each Area</th>
<th>C-C Items at $\theta_1$</th>
<th>C-C Items at $\theta_2$</th>
<th>C-C Items at $\theta_3$</th>
<th>C-C Items at $\theta_4$</th>
<th>C-C Items at $\theta_5$</th>
<th>C-C Items at $\theta_6$</th>
<th>C-C Items at $\theta_7$</th>
<th>C-C Items at Deep Processing</th>
<th>C-C Items at Surface Processing</th>
</tr>
</thead>
</table>